B B Linux P& Haw

BER  MEE

FefEsEds, © Switch Routers

BV A K ERE R ER R
FTTTHORERES 1001 5%

TEL © 5712121 EXT 56667
E MAIL : gi1s88567@cis.nctu.edu.tw, ydlin@cis.nctu.edu.tw
TSN B
=

Linux wJDUHACEEGET AR R as - SR e R 2 —Hy3EE » Al A RER]
(B - AR 28R PCONINERS £ ~ MEESHRSE > B2 - 1T Linux AS BUE 02
[y« HFETEERRAUMIE A IR ERREL > EEAETEERELL T ENRE At E HATEE
FEsCEE F R » Bl 1 EEF PRI E RO Linux BEAH4RI0 trace £ 0ER 1P BREERY
JFIARE ULl T FLE AR - SR A A 3 A Y B R RGE R O AT AE AU RE ] - LA

SmartBits 2000 HI& Linux FEHI#ZS latency A1 throughput °

BR$EF © Linux ~ router ~ routing ~ F$H#s ~ benchmark °

—_— N FE’%‘{I\

HAMYe /7 Linux B9RZ OAS A BHRERS B FHARAHT1][2]  [8 —rh i N & Hardware

Level {fRFEZFHIRE K » B2 serial ~ parallel port ° [li£E Kernel Level # Hardware Control 45



AN E LSRR, o T FJENY Software HEHEE£AT modem ~ token ring Ethernet [
A7 E - Kernel HY Networking i ¥ EAEE M TCP/IP W& ~ & ARAERN

IPX ~ UUCP % -

User Programs & Applications Application Level

System call

Kernel Level

Device
Control

Process Memory
Management Management

File System Networking

ernel Parts

Conc_urrer_lcy Vitual Eiles & TTY & Device Clomesifiviiy eatures Implemented
Memory Directorys access
R ES types ) Network
Architecture Memory Device Subsystem Software Support
Dependent M: - c 1 -
Code anager Block Device ontro IF drivers Hardware Control

E<L

A 4 A 4 A 4
e I Console, I Network Hardware Level
Disks & CDs Serial Ports Interfaces \
ere:

[ — - Linux AY1EEE
A M- REAREME T 1P @R e i te & BRE G asY - 72—
FHECN SR ) EARESIAA R EZ G H CR R ERR L MZHERRE] g m i
AR OS AR RIRIRCE » 2 BRI Es I ThRERIRE HIUAR IR Fi 2 (routing  table) 45
HE RIS » E AR TR IFERR (forward) o MESHFAS A ETE LIRS (hashing

H

table ) FUETRHEREACAHAR - S E Y2280 mask - destination address ZRERE T
i - BH~FRE% (routing daemon) HIJ&H B I A{EEE I E (routing protocols ) ~ 41
RIP A1 OSPF &5 - H3 & BRI EHIAS RACE SO EHERAY A 2 - B/ RSB RERS
(dynamic routing ) &R, BR B IRAR A5 A YRR AT A2 5 ke

Lser Spac
routed (RIP) £ satc _ inetd cfAp.
IS5-I5, B, 4 telnet, . .. e1e)

FOnrn g
Talle

Fermel Space

Controel packest Cantral pochet

Createa e oot Crcatea preve: et

[ — : Linux BXEHJAE R ARAH



FEAER A ETPMTEERREHE Linux [FAGHEHI T2 2 DG DA R AR B
PR TIRERE - G2 B RRIER Linux B b oy e e Bk S ftiagm

SEMSFIERE] Linux B HE

e AR AR Kernel 2.0.0 #EE& 177 € BEEIE CHUIFAAIE[3] - G AAERL R
28 (Kernel source tree ) /usr/sre/linux/net/ipv4/ » FIAIAE route.c HHATFF2 B EUN R > 411
ip_rt_route ~ ip_rt_slow_route %% > kernel 2.0.36 DARTZ AL » {5 kernel 2.2.0 LA BRI HERSGE
AR REE A 2 L E) - ASEERAFE IR AI YA function &I AT LA E]EE
HAJZ4IT ip_route_output ~ ip_route_output_slow 2§ » HE A1 ip_forward.c 5z ip_output.c Z& AMEH,

AL -

AN Y &L ]
B EH AR kernel » 7F http://www.kernel.ore/ P45 ik Kernel » Syt H

—{l&l mirroe %f http://www.tw.kernel.org/ o HNEIBRILME] Just/sre/ NFF tar zxvf
linux-2.2.X » SERRERRA T« FHUT link - IFEEE R 28 od fust/sre/linux > make
menuconfig + BCHEAN config ~ xconfig » B € 5 #ET THR=E% (> * make dep; make clean; make
zlilo » FFRCAFRENF fetc/lilo.conf SEREF G MM - AR core image AKHLAT LU
make zlilo B3k make bzlilo » AIIERAIRELE RFA 1 FLAE SR PE R E R (module ) FYRRE
SEHLE (T make modules 11 make modules_install » 38 £5%# A] UAF ust/ste/linux/Document/$¥
F M2 F B AT, Kernel HOWTOM A FERIRYS G - UR AR FAHEL Kernel JF1H
SR 2R TR 2 make zlilo BER] - 1A TESESFFEH K — R > AR 25

[y > FRCHE

THH ~ 5 MAEE(O]
BN ARy Linux ARefES > WSS ~ FEZER45E - 7€ make menuconfig FFE

{32876 Extra Documents ZHERIRE TAYEEHIZE /ust/doc/ NEAEFFER) HOWTO =X LDP



(2 m Rt o — AR AR PP SR B AN R T s FT LA A #man (55
) B #man  [BRE(] AREFIERANER » FIRFERMH AT B #man & [BHSET) KA
FAERAIIFE R (#REREERIE D ALITTSE) « BERR T man Z MR LA
H) info ZRAF > B EER man #EA% -

IR A A ERE 2SRRI 5 AR B TaNE ? BAFTRTDABER grep $54 -
FiEdterep  [BRSET] [REZEAISUE ST & E B ik NATEREETR AR
BE—RETERGH - i #erep  [BAFET] * - BIANEARELE /ust/sre/linux/net/ipv4
NEE T ip_rt_route BECHUMT > THRAMTI SAEHAE H $% T T T#erep ip_rt_route
*.c BRATLLT o BAR P A BE S s A B R A E I e 2 S B RRY - SEd@ M 2
— PR AR RIS A% O S R e S #VE FTRE - ¢ RER A ATRERZAE h
R LA H Sk T et (BRI - 38 AT RERRZEZ TEREIER - ZRMTRT UM NIEBES 72K
SR #find .| xargs grep ip_rt_route » JETTHEHHIAENRTIHHERTLAEES () THIEE
PREFASHE R (1) B xargs B2 grep IS IRILTAM AT USRI T TAEH 8%
HIEEEEF TR F 5 - AR 7% grep ~ find f& xargs Sihf2 M
man F5 AT o AR ATLAE T locate $E 2 3T R AR HHERLE - B4
#locate route.h JEFRITEE AT LA ZIFEAR H Sk R4 R LA L i FOEE AR - RaAiHE 2
TRE LR B (root) YB3 ITT -

ERRETR

printk—Kernel HHE2F/]H] printk AGRFFESIEIHZK » B2 printf RIFEHZE - M2 H BREIT
FHIEIRETT > SIAME (A printk FE{REEE 1A log level - HIDARRIMLZ L message HYSE
# - Linux F#tH— klogd daemon » FJLAfC$% kernel Y message = A5 A4 L syslogd -
sk AT LM TG (b7 klogd FY message » MARIEANFIHY log level A&k AEANFIHIRE L show
FERIFJEY console ° syslogd HRZERE /E/etc/syslogd.conf » ZAMTRFH AT kern ¥ TN _L57E
fige > AN LT

“kern.=info /var/log/kern_info”

4



Hta] LUBET A log level £ KERN_INFO Y message E54E/var/log/ker_info FYFE 2 {# F printk
T EARRE L - AR printk(loglevel “format string”) » FER%LEE TCPIP HUREAAEH
INAGE SR printk BAEUREAL > BIA] G2 —EhiE 5 -

kdebug — 7F trace B2 FR A8 3 € FH debugger 2K3% breakpoint > 3f7 step by step H#17=
BITREZ - ARIMAE debug ¥HELT kernel IFf » AIEEEZAFEREMEHN] T < 55 debugger 1
J& user space [1J application” 2 debug £ kernel space * HEAAZH 2L —ELH AT T B2 -kdebug
B R T 5 HFFH edb B remote debugging interface 7F run-time 3K ZE]—2E debug
ENE » B A G data ~ FPRLERE (AR printk B SEAEAAS H ATHE D)
& o HEAR kdebug FTLAE run-time 505 FSlAGENTE - AW TIEIRE FETE SR BT
17 B —EHEE NS H CHY kernel (545 > AIEMAEFEETT debugger 2K —LLAE#

PEEEN S - EHEEEAENYEE AT DUIE T remote debug AR, » — BB edb » —5&

FEMKEE kernel - W5 I RS-232 AL - SER A - FEERR2515) -

Mg E E TR

HERAERZ WD N EZEE Linux K - L5 A BB EHIREIHERS-RGEaR
FHBARERES S E - AN ARG A Sk R A — LR LU R e BB TR 2 7% Linux 2
AAE LRI B E L THIER 1T WRIRF H a2 eMuEl > NMEREH
FEGEEMEHNY -

ifconfig—rJ DA ARG REUAERS S E R

route— G IEG AV EEEE -

netconf—32& B U7 AT ] AR E K 2 SRS AHBHRE ©

W {ESE TR
ping—FJ LIGR(R T AR G ER S NI AEMEES L - SO N TR -
traceroute—# /K 1 AFEI5E 5 — (B “EARHT H IR T HIERES FHEGER > e T 2 /DI -
netstat—FJ DAFIHR S S5oMn] DIRIR T S et HAUafia t&0ft -

5



tepdump—HJ AR AR A E A8 7 i S AR -

Sniffit[8]1-LAN _EAUHERE ST L H -

DA EFrig sl fa sl CHREEAS T EGEIfE n L2 o (HEEAE Linux 1323
AL TEATLMER] - ASHfeE LA AR WERIREAERE & H SR T H AL
Flides LA EH R -

=~ BuRERE

PR M IRFEAT TR St PR B RS AR - BRAE TS S e —2 D R E S B R 2 AR ¢
s o e AT o [ = Ay P B e - bR iR — &
FEEM AR MR R AR R ERG LA R B - —(EEM R RMRfcE skt - HEE
— NEMOAEERY H AT - A0SR H AR H CRVES » IR A — T
FHARE — MEEE U ERL R EH M E T h 2 - ERAETYITh e
(scheduling ) 38 FJREE A tos BRAZEE—ELPRRERIARH © /53 E Kemel I » AIFIRERE
THR oS HEE » AT BECRAIHFIEER AT HERA o RATLESCrE TR
R -

IREMEERG H O > B a G e — DT g Y ICMP
UDP & TCP - ZI%SE UDP HYGE - stEEENE RIP HUEM - ZAURELAC S T3
HIEEL T o JERIAE Jetc/service HSE] - IRk B P fpEflie TCP > OSPF
HIE  #side 1P L - ICMP SBEAHRREE  #24E Kernel pzs 1
User | = | N BGP‘I
Kernel \" Lm' ‘UDP‘ Tcp

7 — 7 _o”
Ver | HL | Typorgfn BB g P
idenig? @maHent Offset
Time To Live | {_Protocor Hoader Checksum I
— e c—
1P =
oM addin

Data Plane

acket %
per-port I Control Plane

frame MAC driver

Notation

‘\

E= - HREREE



B R - o — (R (R E ML - AR E 20 0 EA
W S R R B o S EE R B PPt S A I - ey
EH R R TR MR JebRE TTL > G, 0 HU3E ERER il
5241 ICMP time exceeded SR P (K256 ik » HEHLE—HESHIIEIE T - 45 F
H T RME MIEAE Linx THORSE > AL BepsRtoks i LU AL e 2
G oR

Receive a packet

User-plane

Control-plane @ Yes Send ICMP to
packet source

No
Routing Table

Lookup

- & + Packet
CICMP) CTcp> CUDP> Modification

Forward the packet

» B TAE

PY ~ Linux TEY IP B&H

16 1P ELEFREE I - (e B A EE(E H 2 6 nT DAEE 2 W52 AT SR
B B BRELEST ? WIRATRSEEEILL WS 0 D ELLEdE e SRR AR
TR AEEEAGER o NREHEE AR ERR AR SR FTRAR

A DU AT ERIRFTT » LU FAMEHE Linux Kernel 2.0.X T IP B& FH2AAIEL(F
1y Fff5e  EmEs RS AR R R e KB E 2 A haiEg i
FAGA AN EEE -

1F£ Linux THYBRHSFEE
EHEE Linux B > NOAEERE  AHRED FEEF s HERDN s —

EES A A L I (EER R <TRE S ISR AR T RESE DD HESH AR R



H (static routing ) FIENFEESHY (dynamic) > RS HH T B/ E BRI HH R4 TERE
B FE fetc/red MY rescript > BRAES AT ~ B EHEGE R AU E B IRIE AR

Ris

HERE - EAMTREEIIERLE & WEF SRR - MEEEs i R e
MARBIER gl ke TERMIMEBAAIEE/E Linux sy T b <rRE %
P22 o routed[10]8 FEFIAEEL RIP (&  —Bifa2 N Berkeley 43 Fra%kat - £#
&3 BSD Y fTIREF2 A - M gated[11]  ZFEESHIE - HATMAEZS 5
unicast + multicast ~ ipv6 2 » N3t version 3 FEELFULAHS - HEREAE BRI
DI o gated [AlRFtL  —SBHERSAEEREER MIB « 3 EABMERE - ARG LEH
AAE o ebra[l21Z fE#HY  NU eneral Public License HIBREHIEEH #8 - 47
FERREASEAE  OAEHS o BRI E B RE AR ER L » TR < TREF A bk
WAE < BESR gated FUHRRAS 3 FRHLIRIANS » TSEIMTEE R HERAMALLE - X

Hela |RIF OSPF 155 SLEP | EGP (BGP | IVMEF IGMP |PIM-SM|FIM-0M GLIM CET) IDRF
roufed W
garled, W3 Y w2 ¥ ¥ ¥ ¥ wa4
galed, via|Unicas) Y |v2 ¥ ) ¥ Y W4 Y
garied, W Mucast) Wiz ¥ ¥ ¥ Y ki Y ¥
galed, W IFG) g W W+ wii i v
Lebra ¥ Y i

F— - Linux THEEHTEER  WNHBE

FIB B2 M H1REY (routing cache) ?

1% Kernel HH L2 H ip_rt_slow_route SE{E SRR MEEMUEZ AR H - &
& #:3#) FIB (Forwarding Information dataBase ) FYZRIIE < i FIB 35l database &RHATH
FIBSEHEEA L BT EESRE AR ER S A A Al E (routing cache ) #Y
ke o AOREREY AYEMOTE R REHEINERL IR B EIR R
MEIRVEERLEHE R (expire) > MASHE LRU REHHERIE - S E A

WA ANE  Fos e



Exist in cache?

hit / \ miss

update, return ‘ Exist in FIB? ‘
entry
hit fail
update cache, Not found, fail to
return this entry send

B I E

B I DR HY AL

MR ip_rt_route BAE > 1 ip_rt_route {/ERE & fEIFALIE 2 &4

ip_output.c HHY ip_build_header &2 ip_forward.c “HHY ip_forward Z5FEEAE K

G - A BHIARFE Sty TPRYER) - FH AR byte HEEE

F ip_rt_hash_table THHUZEAEERL > (AR byte HIFPIZAER LSS T AFRE

HIE R byte FOMEETAHHE > IR RA>  BIRERRRRIALE - #8HEE 3545

SIRIAIER KISV ERIEARAR G - AIRAREL ST L - 2

FRE ~ EREIROIRE ~ BRSPS - ARAERRE PN BIRER IR BEEE] FIB

AR 70 FIB o TR BB HERA > AR IEFSHUERHEIE - PR T EELE &

b A H RN EMENEREEREE o RERORAERRE 1 FIB R

NEFFEHUERPENEREEE NULL » S GRAGER AR 17 - B8 AU

R — iR > el



CERH A
FIB HI#51%
I FIB BUAERERELLESH  #EZT » & subnet #SHH—{E fib_zone &ERHEHE
HHE > THE B RAEREET L fib_zones SE(EHEZEFATIEE] - HEERITH subnet mask 5
SZPCETTHEE - FrEMER M0 E B4 fib_node A fib_info HYBERMEERERT

M
b

o EERIHENRARZREH fib_zone By fz_list #5 SELERRHIER > EH O @—E

B

l

\;
\;

B B IR A S S B FH RO fib_zone FFY fz_hash_table FT#EE(] > itE A
RIS HHER DA 8. YRS (S Ry - fib_node FEE
A destination ~ metric » [f] fib_info BEHIE device FI gateway e fEj B 3 FIB
WERHEGRE - FIB 1y 2 —E BHEVEREGHE - Wareakiy &5 R

AHICAE SRR BRI G G e MR ERERDE #YR

°
fib_zones fib_zone fz_hash_table fib_node fib_info
\
@ : FIB KIS
QAT B B A B FHWE?

ARMBMIZAA Y RES SR ERET B Fr | wJ DUy Bagines B i

10



e UREESE  BRHIERAYAA - 78 Linux EFATATLAY netstat F1 route #5743
FSHHZRAINAL R o BTSN ZH0E 2 [FIRFERMIE AT route EFESFRZIG NS
B HPAE -8 SARHEIRgE 2 (M ERAA BliE WE o @ S
A E R T R -

User Space _
routing daemon route command netstat command
\ﬁQead
Kernel Space
ioctl Proc filesystem

routing cache

FIB

TEHERN W OB

FHlE PATIDEE AR AR s R R TP Y&  JZAEH proc file system 2KHf
HAET —fRAE A open M read HYBNE » SERRERAIIR  HUSEIMHBARIE - FIB By
EFAE [proc/net/iroute » B{H {F /proc/met/rt_cache M e fjAE proc file system H45 FIB
Figgd  FrEEfeReE(E HARUEREHRRIRE T - SRR AT LARE R

REENEE SERVE > AR # ROE SR NERGE 2 g2
fEf Y Linux distribution 7 > 411 redhat 6.0 1 route <y BEATLLFHEEIE —C 2REIH
B IRA - AR IFEUIRGE - default FEENHY FIB HREDRHIINES - 40
[FIEHA-F SSETE—fi% -

AR AT B THE B AR HIEAR T joctl &% #8H1 BSD socket 71MHIZKSE
Ji A > BSD socket E{#3%%] INET J& »i@RFE & tani e  B92H - 2152 SIOCADDRT
ok SIOCDELRT FEFFZCH ip_rt_ioctl BEEE »ip_rt_ioctl ErFREEFE JH /REIFHRA
AR ER - A0%EH /2 SIOCDELRT A%t BRYE FIB FRRYERNE » FRRArRs
HHEAENS S ARt —  Bre MSEEH— o JREF J2 SIOCADDRT

11



HH

ZIEhERERS - RYekd A RaE MRy fib_info - A RVREHIETEE(EERHE - 7

FEERHE(E HAYAZEEAY fib_node > 75 EULRRANEFHIOARH  AUERIE - &

— B WEAFESREETERENE R ARG R DUHRES - A2 R
PN

PIFIHIAN gated-route A1 netstat &5 ffiEkk HEIF FESHAMNEEE A

i

Inet_ioctl
SIOCADDRT,
SIOCDELRT
ip_rt_ioct
/ N
/ AN
/ \
/" SIOCDELRT \‘ SIOCADDRT
ip_rt_new
ip_rt kill / \
Free FIB Free cache A new device

. Add fib node
new fib_info -

& -~ IOCTL B

F. ~ Benchmarking

FoAM e 2Tt 35% 5 —{ Linux B S 2% {5 FJ RedHat 6.0~ Kernel 2.2.5 Jifi°PC £ Pentium

11350 HypEdHes ~ 64MB 150 BeFNLRY  Intel EtherExpress Pro 100 AIEA{[E R 45 #y
i B o SAA1EE B L6 Kernel FAEETE ~ 401 advance router £ optimize as router not
host £ >

e ERIE A T DRIRIES R o PIAHMT SRR R ATLL BeE RELR ]

EH5E - URA TIRRVREG A — 2Rl o BINERSECE A Rt BAIAE T DL MR > J

Kernel HEEfHAEFEGRIATRAYIR R » DU T ARSI WRFROEEN SRR -
A& FEH] SmartBits 2000[ 1312 HIiE S Linux BEHIERHSHELNA

2l T

iEnir—pataE M Kemel FrEgftiyik= printk f0_E do_gettimeofday s 1 HAHI

12



& > J{BELL microsecond IS HRAL » RACKHIA] x86 Mastamzk A HUHAVIKF I nI DU
FILL nanosecond FEEMIAYEAR T - s T printk AKACEER} - AE A BRI
CHREF AN A5 R 1Y 10 SEE RER W  AIRYRRE
A A KHRTREIR  shfRARE e FTLMBcERRATHIE EERFIAR E

gl Nt P EE R PRS2

microsecond JHIE ik

P o] DA P — i R R Y 532 - AR AT EOA S B e =05 N 28 A — (& A ]
BL 15 EH AR SRR E M ERGE R n] DUS B H A S TR R 1 - 78
Linux Kernel 14l do_gettimeofday k= FI LAGE AT » D AIAI—f% unix oA FIHY
gettimeofday 7241 > AN IRATFAESE Kernel HYBCERERYEE » ART  KERZEHBEIERE
(EFAT T - 2 5E  linux/timeh  EHEFEZUBAE /ust/sre/linux/arch/i386/kernel/time.c

o HAD x86 fH B

nanosecond A& 5k

B x86 1 Pentium FEARLA ERUBEERAA—(E RDTSCl141M8 451 il LM RE
HIEHA - EEARE Intel B9 BH - AMD FEEREKMWAEMAT » FRIAH TH
T ERAEPEEEREER T e RDTSCHcounter 45 64-bit £ £ clock cycle
#hn— > BMAILUA RDTSC & &M@ counter WY - Fiffeg  EAYE  HPRIEZE
%70 cycle TANEZ W - fF—7 SO0Mhz WIBEZs [ - —(F cycle BEZERY 2
nanoseconds » ZNZU4IT #nanoseconds = cycles / (mhz * 1e-3) o &ERFEEMEZR  WERIZESH—
SENGANERA AR BATTREE F AN IR CCHRRIDIEE] f ##

Mo AHE— M AR BR - AR BT - SRR AT DAANE
do_gettimeofday —fife{s MR RIS TH -

HIERFE R
BAMHE load NEIR Wi pl3f A FIB FIEEH IRz ip_finish_output F1 ip_rcv

13



FAER > TR HAERGRE TR R Fr AR AIRFR] - EE T TR © £F light

load + 64byte ERHRFHEI IR > Btk EIFTIERIREH

ip_route_output — A& HH ’ 0.6 1 microsecond
ip_route_output_slow—+r FIB > 25 1 microsecond
ip_finish_output— 5 1 microsecond

ip_rcv— 8l microsecond

ip_route_output £1 ip_route_ouput_slow FAFIERTI EASA LN 1 11 ip_finish_output
e H OBAR B LR EA, ST —R e s . — SRkl FEHE skb
(SHEHERHERERIG NE T ip_rev % FUSUCEEMEARAE IP & AT Sty — Loz
. S AR QRN EREE ER - BB R e Em R -
KRS ip_rov (T 32 LLERFTLATERIRSRAILL ip_finish_output % o F_EFRATAT A i
o ARy 2EEE FIB %7 - ifidcal FIB BBk AULEOUBRAERS B E IS
AR - RS ARRRE R TR 1§ 2T K
BEAREITERET TR us AUIRFR > R EEREABE K - B RN
P A R OHIR > FTVEMIIEERARE (e RRE AR - 7R
IR PR top 2K load ITEIE » %A 38 20 Pentium SEERIIERE
EHEAE IS ELE SONR(S £ B — fEI0F G5 LErEs o Rk
RATRIRECAF AR AR Kernel A28 —2Er] DUIN S EHAYSRIEHIEE 2 /D 1] DAG R
MT—Fei2 &M us -

NIIE VNP ISR ran

A% MR SmartBits 2000 (EAHRIIIEREE TN - LELZHAT 1 Smart
Application 38 MR - FMHHAAHRIRE - R MRS a8 REUEFTERF - A0
RGP~ FRHRAE ~ MAC fizhE S « Sepe BRI THIRAH - =2 © latency ~ throughput J

packet loss rate ° BME  EREE -

14



[r—
i i T i |
. W —
B =] o= —
Pentivmnll 350 SraacBits 2000 Smart Applicnon
Kemel 22.5

~ FH SmartBits ¥ Linux B&HaSHYIRIE

— % throughput FAHIEAS SR - —BALGRF SmartBits TSGR EM,  AERATAHE >
FLALEEE 1Y rate 3% 0 REHGEBKR By EEH HIBE & 2 A L/
frame  KHJER throughput 1 A B8 #5358  Intel BtherExpress Prol00 i HE

97 SEMFEIEE AT LUFIFRIE Y packet loss rate 55

Throughput
100.00
. 80.00 ya
2 6000 2 — Initial rate 100%
§ 40.00 nitial rate 4
20.00
0.00
64 128 256 512 1024 1280 1518
frame size(byte)

B — - Linux BEEHESAYECK throughput

P AT frame  ORFTERYIRHE 2% IRIAHERY  BRIAVRHE - FrLGES Y
IR SRRV - 539 TT R e 2 IR - SRR AN A frame HOR
AR [l 64 byte (Y frame £ load  FF(10 )TE T DFFIRERE > H load —%1 40
b BT T AHEIAE frame KJR 256byte T S8 1o &F  EASEERMTZAT
I printl  AUHBEEERAA . AT Kernel aBRAYIRFRH] > 177 H. Kernel 3R BRFH]

15



TREEAZM R

Latency test

1.E+10
1.E+08 7

/ —e— 64 byte frame
1.E+06 /I// —m— 128 byte frame
1.E+04

256 byte frame
1.E+02 ugé;:///: t—”””. —%— 1024 byte frame

microsecond(us)

1.E+00

10.00 40.00 70.00 100.00
Initial rate(%)

&

B — - Linux B&HI8SHY latency

B = Packet loss Fbi#w » R DMMESRTTH  ZH o K TILIEE 512 byte HURR#
A B KBS IR EEATIEEMY - AHEKERTE 64 byte frame IF > R BEN7 IR R

HyEMEsEZE - I A

Packet loss test
150.000
(D]
§ 100.000 /“'7'3'-/49 88:3%1 —— 64 byte frame
& 50000 U/” : 303 128 byte frame
0.000 ﬁm 0000 0000 0424  256byte frame
1000 4000 7000  100.00 512 byte frame
initial rate
B = - Linux BEEI2ESHY packet loss rate
7N~ AGEm

BAHERTIE 2 AL 5 T Linux AOREESEGH ~ BHIA0 HHIES Linux BREEES o AR
FIMFEREAIRIRA Linux MRS HEGHAE—(E load ANER EHWHE N HEAE
T EREIRA eI ARG - EHRTE RS RIS RS H AR e R s
AR AT ARG ERHERS BRI RSB R R
16> At PC 1wt S EAERT ReJ B 2 HRHGtArEE B o

faya el

P

16



FTLAR ALK P SRS HERgEE Ry B TR -

t - 2FER

1. M Beck, H Béhme, M Dziadzka, U Kunitz, R Magnus, D erworner, LINUX KERNEL
INTERNALS Second Edition, Addison Wesley Longman, Inc., 1 7.

2. David A Rusling, “The Linux Kernel”, 1 6-1 , http://metalab.unc.edu/LDP/LDP/tlk/tlk.html

3. Transmeta Corporation, 1 7-1 8, http://www.kernel.org/

4. Brian Ward, = The Linux Kernel HOWTO ,5 unel
http://metalab.unc.edu/LDP/HOWTO/Kernel-HOWTO.html

5. Alessandro Rubini, Linux Device Drivers, O’Reilly Associations, Feb 1 8.

6. Patrick  olkerding, Kevin Reichard, Linux in Plain English, ID Books Worldwide, Inc.

7. Nemeth Snyder, Seebass Hein, “UNIX System Administration Handbook™, Prentice Hall, Aug
1 4

8. Brecht Claerhout, http://reptile.rug.ac.be/ coder/index.html

. Saravanan Radhakrishnan, “Linux — Advanced Networking Overview ersion 17, 22 August

1, http:// os.ittc.ukans.edu/howto.ps

10. Douglas E. Comer, “Internetworking With TCP/IP  oll: Principles, Protocols, and

Architecture, Second Edition”, 1 1.

11. Merit Network, Inc., 1, http://www.gated.org/

12. Digital Magic Labs, Inc., 1, http://www.zebra.org/

13. Netcom Systems, Inc., http://www.netcomsystems.com/

14. Intel Corporation, “Using the RDTSC Instruction for Performance Monitoring”, 1 7,

http://www-cs.intel.com/drg/pentiumll/appnotes/RDTSCPM1.HTM
15. Alan Cox, “Network Buffers And Memory Management”, September 1 6,

http://metalab.unc.edu/LDP/

17



