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Abstract
Fog computing is suitable for latency constrained 

applications useful to end users and IoT devices 
in smart cities, factories, and homes. A federation 
among fogs is beneficial for subscribers and pro-
viders in terms of enhanced capability, capacity, 
coverage, and services. To realize such a federation, 
a third-party authentication mechanism among fog 
providers is required, so that a subscriber of a fog 
can access the services provided by the other fogs 
without having to create new accounts. In this arti-
cle, we propose a transparent and standard-com-
pliant universal fog proxy that provides third-party 
authentication among OpenID Connect (OIDC), 
802.1x, and Protocol for Carrying Authentication for 
Network Access (PANA) without requiring a new 
protocol. The proxy consists of virtual counterparts 
of the entities involved in these protocols so that 
it provides transparency. For example, when a fog 
using OIDC receives an authentication request, the 
proxy relays and behaves as a virtual Identity Pro-
vider (vIdP) for the fog using OIDC and a virtual 
supplicant for the fog using 802.1x. We applied our 
solution to nine scenarios across OIDC, 802.1x, and 
PANA. Experimental results show that the proxy 
takes 4–52 percent of the total authentication time 
of 0.128–3.504s for nine scenarios, with a larger 
percentage in scenarios involving OIDC due to mul-
tiple re-directions among virtual components. The 
scenarios involving 802.1x take a considerably lon-
ger time, though a low percentage (4–12 percent) 
by the proxy, as the spanning tree protocol in an 
802.1x switch takes about one second to converge 
when adding a new device to the network.

Introduction
Fog is essentially a small cloud that provides con-
trol, computing, networking, and storage functions 
closer to a user [1]. Although various terms (e.g., 
edge computing, mobile computing, and mobile 
cloud computing) are used for similar computing 
paradigms, we use the fog computing definition 
provided by the Industrial Internet Consortium [1]. 
Fog computing has the advantage of having lower 
latency over cloud computing, as it brings the ser-
vices provided by cloud computing closer to users 
through processing units located at the network’s 
edge [2]. This makes fog computing suitable for 
applications such as augmented reality, virtual 
reality, and self-driving vehicles. Fog computing is 
useful for both traditional devices and Internet of 

Things (IoT) devices for providing different types 
of low-latency services, storage, and computation. 

Fog Federation
A fog service provider provides data, computing, 
storage, and application services to end-users which 
are similar to the cloud. However, the difference 
between a cloud and a fog is that a cloud is a cen-
tralized system, while a fog is a distributed decen-
tralized infrastructure. The major characteristics of 
a fog that distinguish it from a cloud are dense geo-
graphical distribution, mobility support, and closer 
proximity. With multiple fog service providers, each 
providing different types of services with various 
capacities and capabilities, two main problems arise: 
end users have to subscribe to different fog service 
providers separately and maintain multiple accounts; 
and providers face the risk of losing subscribers if 
they are not able to provide a service required by 
their users. A solution to these problems already 
exists for cloud service providers where they share 
their resources with each other via a federation.

However, a cloud federation cannot be direct-
ly used in a fog environment because a cloud can 
be accessed via the Internet from anywhere, which 
is not the case with a fog as it is widely distributed. 
Some fog service providers that provide computa-
tional services via a LAN require a user to be in range 
of the access point (for example 802.1x or PANA) 
to access resources. Therefore, the authentication 
protocols of clouds cannot always be used in a fog 
environment and establishment of a trusted federa-
tion among fogs needs translation among multiple 
protocols. Such a federation among fogs is need-
ed to enhance their capacity, capability, and cover-
age, and it will allow end-users to maintain a single 
account while providing lower-latency as compared 
to federated clouds. As a result, low-latency applica-
tions will be able to reap the fruits of this federation. 
Fog computing has application in smart cities, smart 
factories, smart hospitals, and smart homes [3] and 
federation among fogs will be useful in such settings. 

Authentication and Latency Issues
In order to access fog services, users need to 
authenticate themselves first. Although federation 
among fogs is beneficial for both service providers 
and end users, an authentication issue arises: When 
a subscriber of one fog (source fog, where the user 
has an account) wants to access the services pro-
vided by another fog (target fog, where the user 
does not have an account), the subscriber needs to 
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authenticate itself with the target fog while migrat-
ing from source to target fog. The authentication 
process can be different for different fogs as they 
may use different authentication protocols. Some 
fogs may support OpenID Connect (OIDC) for 
third-party authentication, while some may not 
support OIDC and only support protocols such 
as 802.1x and Protocol for Carrying Authentica-
tion for Network Access (PANA). Such differences 
among fog service providers create an issue in case 
of third-party authentication where the user access-
es a target fog via its source fog. If a user opts to 
create a new account at a target fog, subscription 
to every fog introduces a one-time latency. 

Research Questions
In the light of the issues identified, the questions 
that we aim to answer with this research are: Is it 
achievable to authenticate a user with a target ser-
vice provider via third-party authentication? If yes, 
how would one coordinate multiple authentication 
protocols while keeping the process transparent 
and secure? How much latency does our proposed 
solution result in? There are a few studies in the lit-
erature that propose fog federation or fog authen-
tication for security, but none of them solves the 
problem of third-party authentication in fog.

The Universal Fog Proxy
In order to solve the authentication and latency 
issue, we propose a transparent and standard-com-
pliant universal fog proxy that provides third-party 
authentication among fogs using different authen-
tication protocols, such as OIDC, 802.1x, and 
PANA protocols. PANA and 802.1x are used for 
both user and device authentication while OIDC is 
only for users. We consider the user’s authentica-
tion in this work, and hence, we propose solutions 
for PANA, 802.1x, and OIDC. The proxy consists 
of a proxy controller along with virtual counterparts 
of entities in OIDC, 802.1x, and PANA. The reason 
for using virtual counterparts is to have multiple 
roles for different fogs as per their authentication 
protocols, so that our proposed universal fog proxy 
would appear transparent to them without propos-
ing any modifications. Proxy also retains pairwise 
state for multiple authentication pairs as differenti-
ation among them is required. The main contribu-
tions of this work are summarized as follows:
•	 We propose a transparent universal fog 

proxy that allows a user to access multiple 
fogs with a single account and enables fed-
eration among multiple fog service providers 
that have different authentication protocols 
such as 802.1x, PANA, and OIDC.

•	 The proposed proxy provides translation 
among multiple authentication protocols and 
provides multiple login options for a user to 
select accordingly.

•	 The universal fog proxy is standard-compliant 
and secure.
The remainder of this article is organized as fol-

lows. The next section provides the background 
to existing authentication protocols in a fog com-
puting paradigm, along with related work. Follow-
ing that, we state the problem with an example. 
We then document the proposed design and 
architecture for the proposed universal fog proxy. 
The implementation of the prototype, modules, 
and testbed is presented following that, and then 

we give the results and evaluation along with a 
security analysis. The final section concludes the 
article and provides some insight for future work.

Related Work
There exist multiple fog service providers that can 
use different protocols for authentication, such as 
OIDC, 802.1x, and PANA. OIDC is a widely-used 
protocol that provides third-party authentication 
solutions on top of the OAuth 2.0 protocol by allow-
ing users to access an application by authenticating 
themselves with another application. This is currently 
not very widely spread across the fog computing 
paradigm, but in time, OIDC will not only be adopt-
ed in clouds or in mobile environments but will also 
be widely adopted by fog computing [4]. The enti-
ties involved in OIDC are a user, a relying party (RP), 
and an OpenID provider (IdP or OP). The 802.1x 
protocol comes into play when a user needs to 
connect to another user over a local area network 
(LAN) or a wireless local area network (WLAN).

The entities involved in 802.1x are a supplicant 
(i.e., a client end user), an authenticator (i.e., usu-
ally a switch), and a RADIUS authentication server 
(AAA), which authenticates the supplicant. PANA is 
another protocol, similar to 802.1x, which is widely 
used in resource-constrained Zigbee devices as a 
user-authentication solution, and provides authenti-
cation to a user that wants to connect to a network, 
and uses EAP for key distribution, authentication, 
and key agreement. The entities involved in PANA 
are a PANA Client (PaC), a PANA Authentication 
Agent (PAA), and a RADIUS authentication server 
(AAA Server). We consider these three protocols in 
our implementation and experiments.

A third-party federated authentication solution 
needs to combine existing authentication proto-
cols and glue them together, so that the fog ser-
vice providers do not have to change their existing 
infrastructure and protocols. A comparison of the 
protocols used for federation and authentication 
in fog environments is provided in Table 1. These 
studies are compared on the basis of their objec-
tives, the protocols involved, and whether they 
provide authentication and federation.

There are some studies [5–7] in the literature that 
propose a fog collaboration or federation with the 
objective of load distribution, revenue maximization, 
and efficiency. However, these studies do not consid-
er a case where a user needs third-party authentica-
tion. Some studies [8-10] provide authentication with 
the objectives of security, privacy, and efficiency, but 
none of them provides federated authentication, and 
they propose proprietary protocols for authentication 
in a fog environment. Other studies [11–14] propose 
authentication in a fog environment by using existing 
schemes such as challenge-response authentication, 
and existing protocols such as 802.1x, PANA, and 
OIDC, but they do not propose a federation among 
multiple fog service providers and do not provide 
translation among multiple protocols for creating an 
authentication federation among these providers. 
The solution we propose is a transparent universal 
fog proxy that provides federation and third-party 
authentication for fogs using multiple existing authen-
tication protocols without proposing any changes to 
these protocols. To the best of our knowledge, no 
work has proposed a transparent proxy that provides 
federation and third-party authentication for fogs 
using multiple authentication protocols.
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Problem Statement
In this section, we state the problem and describe 
the authentication model. We assume that there 
exist multiple fog service providers, each using dif-
ferent authentication protocols, including OIDC, 
802.1x, and PANA. A user needs an account to 
access the services provided by different providers, 
as authentication is indispensable for the security 
of fog computing. So to resist network attacks and 
improve the security of communication, authenti-
cation needs some sort of account and credentials. 
The fog nodes deployed by the same vendor do not 
require re-authentication: we consider cases where a 
user with an account with a service provider needs 
to access resources provided by another service pro-
vider that also needs an account for authentication.

We assume that there is a user (first party) that 
has an account on one of the fog service providers, 
called the source fog (second party), who wants to 
access the services provided by another fog service 
provider, called the target fog (third party). The 
user should not need to create a new account as 
this introduces latency and is inconvenient for the 
user. Therefore, there is a need for some mecha-
nism whereby the user can access the target fog 
services through source fog credentials. The user 
account can reside in any fog service provider and 
use any of the above mentioned three protocols 
for authentication. Thus, the problem is as follows:
•	 Given: We have multiple fog service provid-

ers using multiple authentication protocols 
including OIDC, 802.1x, and PANA.

•	 Objective: To achieve federation and 
third-party authentication with low latency.

•	 Constraints: The solution must provide trans-
parency, protocol translation, and security 
without the need to create new accounts.
Assumptions: We assume that there are mul-

tiple fog service providers A, B, C, and D using 
different authentication protocols. In our model, 
providers A, B, and C support OIDC for third-par-
ty authentication while provider D does not sup-
port OIDC and rather uses 802.1x and PANA for 
authentication. We also assume that providers A 
and B are in an authentication federation, but C 
and D lie outside this authentication federation. It 
must be noted that although provider C supports 
OIDC, we assume that provider C is not regis-
tered as the relying party (RP) with provider A 
(i.e., IdP). This assumption is valid because a user 
can log in to Spotify using its Apple, Facebook, or 
Google account, but it cannot log into the Goo-
gle account using its Facebook or Apple account. 
Hence, it is entirely possible that there are multi-
ple fog service providers that individually support 
OIDC by acting as IdPs, but it is not always the 
case that all fog service providers will allow login 
via all other fog service providers that support 
OIDC, that is, act as relying parties.

We also assume that a user is originally the 
subscriber of service provider A (source fog pro-
vider), and when the user migrates to B, C, or 
D, these will be the target service providers. As 
A and B are in an authentication federation, the 
user can easily access the services provided by 
provider B, but when the user migrates to service 
provider C or D, the user would need to register 
itself with them, which would require the user to 
buy multiple subscriptions. In order to avoid this, 

a third-party authentication mechanism is needed, 
so that the user can access the services of all pro-
viders without having to obtain new subscriptions. 
This third-party authentication is possible if there 
is a federation among these service providers. It 
should be noted that access control is not in the 
scope of this article, as it is handled by the pro-
tocols themselves. For example, 802.1x allows 
access control lists to be defined and configured 
for the authenticated users.

This gives us nine scenarios for authentication 
as we consider three protocols which can be 
either on the source side or the target side. There 
are several issues that arise when we consider 
these nine scenarios: 
•	 Third-party authentication — the authentica-

tion of a user between multiple fog service 
providers using its source credentials.

•	 Intermediate communication — design of an 
entity that acts as a communication interme-
diary between multiple fog service providers.

•	 Protocol gluing — a method to glue different 
authentication protocols like OIDC, 802.1x, 
and PANA together. The components 
involved in these authentication protocols 
also have to be taken into account. The mes-
sage flows of these authentication protocols 
are different from each other, which caus-
es a message mismatch. We need to solve 
this mismatch in order to achieve third-party 
authentication by gluing them together.

Solution: The Universal Fog Proxy
To solve the issues discussed in the previous sec-
tion, we propose a universal fog proxy that resides 
between multiple fog service providers and sup-
ports multiple protocols. The main design idea 
of the proxy is transparency, so that the service 
providers do not have to change their existing 
protocols or modify their infrastructure. In order 
to keep the proxy design transparent, we propose 
virtual counterparts inside the proxy that play dif-

TABLE 1. Methods for federation and authentication in fog systems.

Scheme Objective Authentication Federation Protocols

Federated fog [5] Load distribution û ü N/A

Fog federation [6] Revenue maximization û ü N/A

CFC-IoV [7] Energy efficiency û ü N/A

CLASC [8] Security, Efficiency ü û N/A

LAAP [9] Security, Privacy ü û Proprietary

EADA [10] Security, Efficiency ü û Proprietary

FOCUS [11] Security ü û
Challenge-
Response 
Authentication 

IoT security [12] End-to-end security ü û 802.1x

ANASTACIA [13]
Security orchestration in 
SDN/NFV-enabled Fog

ü û PANA

Self-sovereign 
OIDC [14]

Decentralized 
authentication

ü û OIDC

Ours Universal 
Fog Proxy

Third-party 
Authentication, 
Federation

ü ü
OIDC, 802.1x, 
PANA
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ferent roles while connecting with the fog service 
providers. The proxy plays these roles according 
to the authentication components of the involved 
protocols such as user, RP, IdP, supplicant, AAA, 
PaC, and PAA. The proxy also keeps the soft state 
for a user according to the pair of protocols that 
are on the source side and the target side.

ArchItecture
The architecture of the universal fog proxy is 
shown in Fig. 1. The design of the proxy compo-
nents is in accordance with the authentication 
components of OIDC, 802.1x, and PANA. The 
reason for selecting these components is to make 
the proxy appear transparent to both source and 
target service providers. Hence, the components 
inside the proxy are virtual user (vUser), virtual 
relying party (vRP), virtual OpenID provider (vIdP), 
virtual supplicant (vSupplicant), virtual authenti-
cation server (vAS or vAAA), and virtual PANA 
Client (vPaC). A proxy controller is also designed 
to control these components and act as a com-
munication intermediary among them and the 
source and target service providers. The third-party 
authentication solution is hosted in this proposed 
universal fog proxy which can be deployed by a 
third-party or a fog service provider itself.

The components inside the proxy are the virtu-
al counterparts of the authentication entities in the 
OIDC, 802.1x, and PANA protocols. Depending 
on the deployed authentication protocol at the 
target fog, the proxy will activate either the vIdP 
(for OIDC), or the vAAA (for 801.x and PANA) at 
the target side. Similarly, depending on the proto-
col deployed at the source fog, either the vSup-
plicant (for 802.1x), the vUser (for OIDC), or the 
vPaC (for PANA) will be activated at the source. 
The proxy controller is responsible for the coordi-
nation of these virtual components.

thIrd-PArty AuthentIcAtIon messAge FLoW
We describe one of the nine possible scenarios, 
as shown in Fig. 2, by dividing it into request and 
response stages. We explain the message flow of 
one scenario and the rest of the scenarios will follow 
the same approach, but with different messages. 
While naming a scenario (e.g., 802.1x-to-OIDC), the 
source-side protocol appears fi rst (i.e., 802.1x) and 
the target-side protocol appears later (i.e., OIDC).

802.1x-to-OIDC: This scenario is shown in 
Fig. 2. The request stage begins when the user 
contacts the OIDC relying party (RP) at the tar-
get fog. Once the user chooses to authenticate 
itself through vIdP, the target RP redirects the 
user to the vIdP log in endpoint where the vIdP 
asks for the user’s credentials and lets the user 
choose the source fog that it is subscribed to. If 
the source fog uses 802.1x as its authentication 
protocol, the credentials are transferred to the 
vSupplicant by the proxy controller. The vSuppli-
cant then performs an EAP authentication with 
the source switch on the user’s behalf. For optimi-
zation purposes, as soon as the proxy controller 
is initialized, the vSupplicant initiates the 802.1x 
authentication and lets the source-side switch wait 
for a response. The vSupplicant is then able to 
directly supply the credentials to the source-side 
switch without any initialization overheads.

During the response stage, the source AAA 
replies with a RADIUS Accept message after 
authenticating the vSupplicant. The proxy controller 
instructs the vIdP to send a vIdP consent page to 

FIGURE 1. Universal fog proxy architecture.

FIGURE 2. Third-party Authentication message fl ow for 802.1x-to-OIDC.
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the user. Once the user gives consent, the target 
RP acquires the authorization code and the identity 
token from the vIdP. Finally, the user is able to access 
the services provided by the target fog without cre-
ating a new account. There are eight more scenar-
ios for which we have designed solutions, namely 
802.1x-to-802.1x, 802.1x-to-PANA, OIDC-to-802.1x, 
OIDC-to-OIDC, OIDC-to-PANA, PANA-to-802.1x, 
PANA-to-OIDC, and PANA-to-PANA. These scenar-
ios are similar to the fl ow shown in Fig. 2, but with 
different messages depending upon the involved 
protocols on the source side and target side.

securIty AnALysIs
Rios et al. [15] identifi ed the main threats in fog sys-
tems as data manipulation and replay attacks, data 
leakage, impersonation, and denial-of-service attacks. 
In our security analysis, we primarily consider a threat 
model where the user is potentially malicious. We 
assume that an unauthorized third party may attack 
the network both actively and passively. All the other 
entities in the system are trusted. The protocols con-
sidered in this work support certifi cate-based authen-
tication and digital signatures (through TLS), thus 
man-in-the-middle and data manipulation attacks are 
mitigated both at the source side and the target side. 
For the same reason, it is infeasible for an entity to 
imitate the proxy. Replay attacks are also mitigated 
due to the existence of nonce utilized by TLS.

In a typical TLS execution, the certificate is 
provided to the client (e.g., the user in Fig. 2) by 
the server (e.g., vIdP in Fig. 2) during the hand-
shake phase. Thus, the client does not need to 
have access to the certificate beforehand. The 
client verifies the certificate by using the public 
key of the certifi cate authority that has issued it. 
The client terminates the communication if it can-
not verify the certifi cate. We assume that the user 
already has access to these public keys since most 
browsers by default come with pre-installed public 
keys of common certifi cate authorities (e.g., Veri-
Sign, COMODO). This security measure does not 
affect our proposed transparent solution as the 
purpose of transparency is to adhere to the exist-
ing message fl ows of OIDC, 802.1x, and PANA in 
the fog service providers so that they do not have 
to modify the existing protocols. The usage of cer-

tifi cates does not modify these message fl ows and 
ensures that our proposed solution is transparent.

It is possible for an eavesdropper to perform 
packet-sniffing, but the confidentiality of the user’s 
credentials is secured through encryption provided 
by the TLS protocol. It must be noted that although 
the user’s credentials are always transferred in an 
encrypted fashion, at the proxy, the credentials must 
be decrypted and encrypted again with the public 
key of the opposite side (i.e., source or target side). 
We consider the proxy as an honest and trusted enti-
ty to realize the end-to-end encryption between the 
user and the source fog service provider. A malicious 
user may trivially flood a proxy with authentication 
initiation messages. Each new incoming request 
spawns a new thread at the proxy, which makes the 
solution weak against a trivial denial-of-service attacks.

ImPLementAtIon
We implemented the universal fog proxy for 
OIDC, 802.1x, and PANA, and executed nine dif-
ferent scenarios on a testbed, as shown in Fig. 3. 
The testbed consisted of six different devices of 
which two were Cisco 2960-X switches and the 
remaining four were computers. One switch was 
used at the source network and the other at the 
target network. The fi rst computer was used as the 
target fog service provider and included a target 
802.1x authentication server (AAA), a target OIDC 
RP, and a target PAA to accommodate all three 
protocols at the target side. The second comput-
er was used as a source fog service provider and 
included the source 802.1x AAA, the source PAA, 
and the source OIDC IdP. The third computer was 
used as the 802.1x supplicant, OIDC user, and 
PaC. Finally, the fourth computer was used as the 
universal proxy on all of the federated scenarios. 
We have published our implementation on GitHub 
(https://github.com/utkn/Fog-Fog-Federation).

We utilized the open-source IETF compliant 
OpenPANA (https://github.com/OpenPANA/
openpana) project in our PANA components (i.e., 
PaC, PAA, and vPaC). Virtual supplicant (vSuppli-
cant) and 802.1x supplicant were implemented 
using wpa supplicant (https://github.com/digsrc/
wpa supplicant) daemon, which is an IETF-compli-
ant standard UNIX software. OIDC components 

FIGURE 3. Experimental testbed: Universal Fog Proxy.
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were deployed with two diff erent standard open-
source OIDC implementations: the source IdP 
was implemented with Django OIDC Provider 
(https://github.com/juanifi oren/django-oidc-pro-
vider), and the remaining OIDC components 
(i.e., vRP, vIdP, and target RP) were implemented 
using AuthLib (https://github.com/lepture/auth-
lib). Authentication servers (i.e., AAA and vAAA) 
were implemented with FreeRADIUS (https://
github.com/FreeRADIUS/freeradius-server) which 
is a widely-used open-source RADIUS server. In 
our experiments with PANA at either the source 
network or the target network, we integrated the 
authentication servers into PAAs. These authen-
tication servers were simple FreeRADIUS servers 
running locally on the PAA device. In the imple-
mentation, the credentials of the users were not 
stored at the target fog, and each login was iden-
tical. For the scenarios where we had the 802.1x 
at source, we deployed a two-login process to 
provide captive portal functionality. In this case, 
the fi rst authentication did not grant any access to 
the user except at the captive portal.

resuLts And evALuAtIon
After implementation, we measured the third-party 
authentication time per scenario to determine the 
time taken by each of them. We then divided the 
time measurements into sections to see how much 
time was taken by the user, the target service pro-
vider, the source service provider, and the proxy. 
We then carried out a detailed bottleneck analysis 
for all the scenarios. Finally, we investigated the 
diff erence between the time taken with our proxy-
based authentication and the time taken if a user 
had to authenticate separately with both parties.

LAtency For ALL scenArIos
For the first set of results, we compared the 
third-party authentication times for all nine scenar-
ios, as can be seen in Fig. 4. It was evident that 
802.1x-to-802.1x took the most time compared 
to the other scenarios. Most of the time spent in 
802.1x authentication was during the EAP authen-
tication with the Cisco switch. The switch had to 
enable the port, perform the necessary configu-
rations associated with the device, and apply the 
ACLs. When we had 802.1x at the source side, we 

performed two 802.1x authentications on the target 
side. The first was the initial authentication where 
the supplicant was given restricted access to the 
network (i.e., all the connections are redirected to 
the captive portal), and the second occurred when 
the supplicant was given full access to the network. 
Therefore, in 802.1x-to-802.1x, there were three 
802.1x authentications in total: two at the target 
network and one at the source network. PANA-to-
PANA took the least time of all. We suspect that 
this was because PANA was implemented at Layer 
3 and utilized IP fragmentation. On the other hand, 
802.1x was implemented at Layer 2 and the certifi -
cates needed to be transferred through discrete EAP 
payloads which incurred a higher overhead com-
pared to PANA (http://www.panasec.org/).

LAtency breAkdoWn
For the second set of results, we divided the 
authentication time into multiple sections to see 
how much time was taken by the user, the target 
service provider, the source service provider, and 
the proxy. The main purpose of this was to find 
out if the major portion of authentication time 
was taken by the proxy or not. It can be seen from 
Fig. 4 that the proxy took 3.61–51.73 percent of 
total authentication time that ranged between 
0.128–3.504s for the nine scenarios. The proxy 
took more time (12.39–51.73 percent) in scenari-
os involving OIDC, as most of the time was taken 
by the vRP and the vUser because of multiple 
re-directions. In scenarios involving the 802.1x 
protocol, the proxy took less time (3.61–12.39 
percent) and the bottleneck was introduced by 
the source or target access point (802.1x switch).

bottLeneck AnALysIs
In order to further investigate the bottleneck, we 
broke all the scenarios down to the smallest unit 
to observe which particular message took the larg-
est percentage of total authentication time. We 
identifi ed the message in each scenario that took 
the longest time and consequently formed a bot-
tleneck. We also identified the entity which was 
responsible for this message. The analysis showed 
that the bottleneck occurred at the access point 
where 802.1x was involved, as the Cisco switch 
created a single active path with the new device 
via the spanning tree protocol before sending the 
final EAP_success message. We measured that 
this process takes approximately 1 second. In con-
clusion, our proposed proxy did not result in a 
bottleneck in any of the scenarios.

AuthentIcAtIon deLAy WIth vs. WIthout 
unIversAL Fog Proxy

Figure 5 compares the authentication time between 
the proposed proxy and normal authentications 
of the three protocols without the proxy. In the 
absence of the proxy, the user would need to have 
two accounts, one with the source service provider 
and another with the target service provider, and 
the user would need to perform two authentica-
tions. The universal fog proxy-based authentication 
was compared with the concatenation of the other 
two involved protocols in all nine scenarios. It can 
be seen that the proxy took more time for authen-
tication compared to the concatenation of the two 
protocols because the controller inside the proxy 
took time to initialize the modules as per require-

FIGURE 4. Latency for all scenarios and latency breakdown.
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ment and to provide the necessary communication 
among the modules. The advantage of the proxy 
was that it eliminated the requirement of register-
ing a new account with the target service provider.

concLusIons And Future Work
Fog federation will not only be useful for users 
but it will also be useful for service providers. In 
order to achieve this, third-party authentication 
issues need to be resolved in such a way that 
the different protocols of fog service providers 
can work together. To address this, we propose 
a standard compliant universal fog proxy which 
transparently coordinates these existing authenti-
cation protocols and provides third party authen-
tication among them. We deployed a testbed and 
ran experiments for OIDC, 802.1x, and PANA 
which showed that the proxy successfully pro-
vides third-party authentication, taking 3.61–51.73 
percent of total authentication time that ranged 
between 0.128–3.504s for nine scenarios. The 
scenarios involving 802.1x took considerably lon-
ger time, and the proxy’s contributions to these 
scenarios were low (3.61–12.39 percent). In 
these cases, the bottleneck was introduced by a 
802.1x switch due to the spanning tree protocol.

There are diff erent possible directions in which 
to extend this work in the future:
• The proxy can be extended in terms of pro-

tocols by including other authentication pro-
tocols in a fog computing paradigm such as 
CoAP and MQTT for device authentication. 
This is really important as inclusion of more 
protocols will increase the deployment feasi-
bility of the proxy. 

• The proxy can be extended in terms of com-
puting paradigms by including cloud comput-
ing and 3GPP edge computing. This is quite 
important for the cloud and 3GPP edge ser-
vice providers as they will be able to form a 
vertical federation and support latency-con-
strained applications such as virtual reality, 
augmented reality, and self-driving vehicles. 

• The capability of the proxy can also be 
extended by introducing an application state 
transfer. This will allow the proxy to support 
mobile users who move from place to place 
while accessing the same application.

• Finally, this work provides little insight into 
the security threats posed to the proxy; 
a complete security threat analysis of the 
proxy will be beneficial to identify further 
security risks that require mitigation.
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FIGURE 5. Authentication delay with vs. without universal fog proxy.
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